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#### Abstract

Maps with discontinuities can be shown to have many of the same properties of continuous maps if we include hidden orbits - solutions that include points lying on a discontinuity. We show here how the well known property that 'period 3 implies chaos' also applies to maps with discontinuities, but with a twist, namely that if a map has a hidden fixed point and a hidden period 2 orbit, then it has hidden orbits of all periods, or concisely 'period $1+2$ implies chaos'. More precisely we show that for a one-dimensional map defined on an interval, if there exist hidden orbits of periods $p$ and $q$, then there exist hidden orbits of all periods $a p+b q$, for any $a, b \in \mathbb{N}$. To better understand this result we show that, by smoothing or 'regularising' across the discontinuity, these hidden orbits become regular unstable orbits, and the familiar results for continuous maps (like 'period 3 implies chaos') are restored. We also show examples of hidden orbits in some applications of oscillators, and consider how these results can be used to approximate the behaviour of continuous maps with steep segments.


## 1 Introduction

Continuous and discontinuous maps are subject to seemingly very different laws governing their dynamics, particularly the periodicities and the bifurcations they exhibit. Yet in [18] it was suggested that these differences are largely removed by considering the hidden dynamics associated with discontinuities. If, for instance, a discontinuity in a one-dimensional map $x_{n+1}=f\left(x_{n}\right)$ is replaced with a vertical branch, so that the graph of $f$ is connected but set-valued, then the two maps are topologically semiconjugate, see e.g. fig. 1(i). The dynamics of the connected map preserves all of the dynamics of the discontinuous map, but in addition the connected
map involves hidden orbits that have iterates on the vertical branch at the discontinuity.

(ii)


Figure 1: The discontinuous map shown in (i) has a stable cycle of period 3 (blue). By including the vertical branch at the discontinuity we obtain the connected map (ii), which in addition has a hidden cycle of period 2 (red) and a hidden fixed point (red circle).

In $[18,15]$ it was shown that these hidden orbits provide unstable branches that literally 'fill the gaps' left by discontinuities in bifurcation diagrams. In the present paper we investigate the role that hidden dynamics plays in determining the periods of orbits that exist in a map.

Maps with discontinuities arise from several sources in dynamical systems. They appear in return maps when a Poincaré section is tangent to the flow [20], or straddles a separatrix such as the stable manifold to a saddle in the Cherry flow or Lorenz semi-flow $[12,18,23,30,31]$. They can also occur simply because a discrete time model switches from one continuous mode of behaviour to another as in [29], and can be considered as approximating smooth maps with steep change, see e.g. [24]. A common source of maps with discontinuities this century has been between parts of a flow that hit or miss a threshold where the system behaviour changes, as happens in mechanical impact or friction oscillators [ $6,13,19$ ], in electronic controllers [ 8,26$]$, or in physiological applications like sleep-wake regulation, heart arrhythmia, or mitosis, see e.g. [5, 7, 9]. We will look more closely at some examples in section 4.

With such varied applications as these, the choice of how to define a map and its orbits at a discontinuity are a modeling problem as well as a theoretical curiosity. One extreme is to say that orbits are ill-defined at a discontinuity. Another extreme is to define orbits as being set-valued, as may be natural in interval-arithmetic or fuzzy-logic. But it is often desirable to take an intermediate approach, and retain the notion of an orbit being a sequence of distinct points even when it encounters a discontinuity.

A hidden orbit is simply a solution of a map that has one or more iterates
at a discontinuity, defined by allowing the map to take any one of a set of values, with those values taken from a vertical branch in its graph (e.g. the orbit with period 2 shown in fig. 1(ii)). They offer a relatively simple analytic tool, not only for adding to our knowledge of discontinuous maps, but also, as we will discuss later in this paper, for approximating continuous maps with steep segments.

One particular result for one dimensional maps that appears to require continuity is Sharkovskii's theorem [25]. This says that if a continuous onedimensional map $f: \mathrm{U} \rightarrow \mathrm{U}$, where $\mathrm{U} \subset \mathbb{R}$, has a cycle of period $p$, then it also has a cycle of every period $k$ left of $p$ (written $k \prec p$ ) in Sharkovkii's ordering

$$
\begin{aligned}
1 \prec 2 \prec 2^{2} \prec 2^{3} \prec \ldots & \prec 2^{n} \prec \ldots \quad \ldots \prec 7 \cdot 2^{n} \prec 5 \cdot 2^{n} \prec 3 \cdot 2^{n} \prec \ldots \\
\ldots & \prec 7 \cdot 2 \prec 5 \cdot 2 \prec 3 \cdot 2 \prec \ldots \prec 9 \prec 7 \prec 5 \prec 3 .
\end{aligned}
$$

The more quotable corollary of this is that 'period 3 implies chaos' in a continuous map on an interval [21]. If $f$ has a discontinuity then we cannot apply Sharkovskii's theorem in its original form, and there are obvious counterexamples showing that the ordering does not apply. The discontinuous map in fig. 1(i), for example, has a stable cycle of period 3 , but has no other regular cycles, so it does not appear to fulfil the Sharkovskii ordering.

We shall show that Sharkovskii's ordering is restored if we include hidden orbits, but with an added twist. We show that if a map has a hidden fixed point and a hidden cycle of period 2 , then it has orbits of all periods, or simply 'periods $1+2$ imply chaos'.

In the example of fig. 1(i), hidden orbits can be introduced by including the vertical branch across the discontinuity to obtain the connected map in fig. 1(ii). This has a hidden cycle of period 2 and a hidden fixed point.

The curiosity that concerns us here is that when a pair of hidden cycles exist, like the cycles of period 2 and 1 in fig. 1(ii), they generate a countable infinity of distinct cycles that are formed by 'hopping' between the pair at the discontinuity. We define this 'hopping' as just the concatenation of cycles in section 2 . Whenever a hidden cycle passes through a discontinuity, it may continue around the same cycle, or 'hop' to a new one. At first this may seem to make the existence of hidden cycles of higher periods arbitrary, but we shall see that it occurs in precisely the manner necessarily to fulfil results like Sharkovskii's ordering. More precisely, the existence of hidden orbits of periods $p$ and $q$, that pass through the same discontinuity, generates cycles of all periods $a p+b q$ for any $a, b \in \mathbb{N}$.

We set out basic definitions for hidden cycles and their concatenations, in section 2. As a direct consequence we show that a hidden cycle of period

2 accompanied by a hidden fixed point implies cycles of all periods. While this may appear somewhat arbitrary, in section 3 we will show how it creates a correspondence to the cycles of continuous maps.

In particular we show precisely how the rule above, that 'periods $1+$ 2 imply chaos' for a connected map, is consistent with the classic result that 'period 3 implies chaos' for a continuous map. Taking a continuous piecewise-monotonic map with a steep segment, we show that existence of a hidden period 2 orbit and hidden fixed point, at a vertical branch, imply the existence of a nearby cycle of period 3 in a continuous map with a steep segment. We also show the converse, that cycles with odd or even periods, with iterates on the steep segment of a continuous map, collapse onto a hidden cycle of period 2 as the steep segment is made vertical.

In section 4 we illustrate hidden orbits in some basic oscillators from applications to mechanical and living systems. In section 5 we discuss the interpretation of hidden orbits in physical applications, and discuss their use to approximate the dynamics of continuous maps with steep segments, before some concluding remarks in section 6 .

In illustrations we shall occasionally make use of the Heaviside step function $\Theta(x)$ in the form

$$
\Theta(x)=\left\{\begin{array}{ll}
1 & \text { for } x>0  \tag{1}\\
0 & \text { for } x<0
\end{array}\right\}, \quad \Theta(0) \in[0,1]
$$

that is, at $x=0$ the function $\Theta$ can take any value on the interval $[0,1]$.

## 2 Hidden orbits and concatenations

We begin by setting out a few definitions concerning hidden orbits, the way they form cycles, and the way these can be concatenated to form new cycles. It will follow directly from these definitions that maps with hidden cycles obey Sharkovskii's ordering and that, if a hidden fixed point is present to provide arbitrary concatenations, then periods $1+2$ imply chaos.

Consider a map

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right) \tag{2a}
\end{equation*}
$$

where $f$ is continuous except at a countable number of points $x=X_{1}, X_{2}, \ldots$. At each point $X_{i}$ let the value of $f$ satisfy

$$
\begin{equation*}
f\left(X_{i}\right) \in F_{i} \quad \text { such that } \quad F_{i}^{ \pm}:=\lim _{\varepsilon \rightarrow 0} f\left(X_{i} \pm \varepsilon\right) \in F_{i} \tag{2b}
\end{equation*}
$$

where $F_{i}$ is a connected set. We refer to $F_{i}$ as the vertical branch of $f$ at $X_{i}$. The simplest choice of vertical branch is the interval $F_{i}=\left[F_{i}^{-}, F_{i}^{+}\right]$, but we will show later that other choices are sometimes required. We refer to $f$ as a connected map (distinguishing it from a discontinuous map where $F_{i}$ is not a connected set and need not be defined at all).

Our main concern here will be maps for which $F_{i}^{-} \neq F_{i}^{+}$. For example, a map with $f(x)=2 \Theta(x)-1-x$ on $|x|<1$ has a step at $X_{1}=0$, where $F_{ \pm}= \pm 1$ and $F_{1}=[-1,+1]$. The results we derive can also be applied if $F_{i}^{+}=F_{i}^{-}$but the map is not uniquely defined at $X_{i}$. The second iterate $f^{2}(x)$ of this same example has such a point at $X_{1}=0$, as it is the identity $f^{2}(x)=x$ for all $x \neq X_{1}$, but lies on a set $f^{2}\left(X_{1}\right) \in[-1,+1]$ at $X_{1}$. Other examples can be found in the context of multi-valued maps, see e.g. [2, 3].

The vertical branches $F_{i}$ at the points $X_{i}$ are responsible for generating hidden orbits.

Definition 2.1. $A$ hidden orbit of a map $x_{n+1}=f\left(x_{n}\right)$ is an iterate sequence $\left\{x_{1}, x_{2}, \ldots\right\}$ with at least one point $x_{n}=X_{i}$ at which $f$ has a vertical branch, for some $n, i \in \mathbb{N}$.

From any point $x_{n}=X_{i}$ that lies at a discontinuity, the next point can take one of infinitely many different values $x_{n+1} \in F_{i}$, generating an uncountable number of forward orbits. It may occur that one or more of these orbits returns to the same discontinuity, $x_{n+p}=X_{i}$ for some $p>0$, which may form a period $p$ orbit, or simply a $p$-cycle.

Definition 2.2. $A$ hidden $p$-cycle of a map $x_{n+1}=f\left(x_{n}\right)$ is a hidden orbit such that $x_{n+p}=x_{p}$ for any $n \in \mathbb{N}$.

A 1-cycle will usually be called a fixed point. For example, fig. 1 shows a regular 3 -cycle, a hidden 2 -cycle, and a hidden fixed point. Note, however, that just because an orbit with $x_{n}=X_{i}$ returns to $x_{n+p}=X_{i}$ for some $p>0$, does not necessarily mean this orbit is a $p$-cycle. The next point $x_{n+p+1} \in F_{i}$ again generates uncountably many onward trajectories, only one of which will be the $p$-cycle, among countably many other cycles and uncountably many other non-periodic orbits.

For example consider the map $x_{n+1}=x_{n}+5-7 \Theta\left(x_{n}\right)$. The point $x_{n}=0$ maps to $x_{n+1} \in[-2,+5]$, and as such this point $x_{n}=0$ occurs as an iterate in uncountably many distinct orbits. Among these are three different hidden cycles $\{0\},\{0,2\}$, and $\{0,4,2\}$. Note that although these cycles have a common point at $x=0$, they are distinct trajectories of the map because their sequences are different, namely with periods 1,2 , and 3 , respectively.

Similarly to regular cycles, the following notion is useful.

Definition 2.3. A hidden $p$-cycle is irreducible if its iterate sequence $\left\{x_{1}, \ldots, x_{p}\right\}$ does not consist of $r$ repetitions of a periodic sequence of shorter length $m=p / r$ for $m, p, r \in \mathbb{N}, r>1$.

All of the cycles shown in fig. 1 are obviously irreducible.
Hidden cycles may be irreducible and yet visit the same discontinuity multiple times, so a further notion is useful.

Definition 2.4. $A$ primary $p$-cycle of a map $x_{n+1}=f\left(x_{n}\right)$ is an iterate sequence $\left\{x_{1}, x_{2}, \ldots, x_{p}\right\}$ in which each point $x_{n}=X_{i}$ occurs at most once, that is $x_{n}=X_{i}$ implies $x_{m} \neq X_{i}$ for all $m \neq n, m, n \in \mathbb{N}$.

A hidden orbit that is primary can only visit a given discontinuity once, hence it cannot be split into two or more identical subsequences, hence a primary orbit is irreducible.

Unlike continuous maps, it is possible for orbits of (2) to be distinct, and yet share a common iterate on a point of discontinuity $X_{i}$. Any sequence that is a solution of (2) ending at $X_{i}$, can be concatenated with any sequence that is a solution of (2) starting with some $x \in F_{i}$, to form uncountably many solution sequences of (2), i.e. hidden orbits. We are most interested in how this applies to cycles.

Definition 2.5. If two hidden cycles of a map have sequences

$$
\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{p}\right\} \quad \text { and } \quad\left\{X_{i}, y_{2}, y_{3}, \ldots, y_{q}\right\}
$$

for some $p, q \in \mathbb{N}$ and $x_{2} \neq y_{2}, x_{2}, y_{2} \in F_{i}$, then their concatenation is a hidden $(p+q)$-cycle, defined as the sequence

$$
\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{p}, X_{i}, y_{2}, y_{3}, \ldots, y_{q}\right\}
$$

The fact that the resulting sequence forms a cycle follows from the same property that allows concatenation, namely that since both of the original orbits are cycles, both $x_{p}$ and $y_{q}$ map to $X_{i}$. (Note that, as we remarked after definition 2.2 , there also exist uncountably many other non-periodic orbits in which these sequences appear, but these are not our interest here).

The concatenation of non-identical irreducible orbits need not itself be irreducible. For example consider concatenating a 2-cycle $\left\{X_{i}, x_{2}\right\}$ with a 6 -cycle $\left\{X_{i}, x_{3}, X_{i}, x_{2}, X_{i}, x_{3}\right\}$, where $x_{2} \neq x_{3}$, to form the sequence

$$
\left\{X_{i}, x_{3}, X_{i}, x_{2}, X_{i}, x_{3}, X_{i}, x_{2}\right\}
$$

This, however, reduces to a 4 -cycle $\left\{X_{i}, x_{3}, X_{i}, x_{2}\right\}$. To guarantee that the result of a concatenation is irreducible requires the original orbits to be primary. The following two results follow directly from definition 2.5.

Lemma 2.1. The concatenation of two distinct primary hidden cycles is irreducible.

Proof. If two hidden cycles can be concatenated then they must both contain an iterate on the same discontinuity $X_{i}$. So we may write two distinct primary cycles of some periods $p$ and $q$ as $O_{x}=\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{p}\right\}$ and $O_{y}=\left\{X_{i}, y_{2}, y_{3}, \ldots, y_{q}\right\}$. Concatenating these as in definition 2.5 forms a distinct cycle $O_{x y}=\left\{X_{i}, \ldots, x_{p}, X_{i}, \ldots, y_{q}\right\}$ of period $p+q$. Because $O_{x}$ and $O_{y}$ are primary the term $X_{i}$ appears precisely twice in sequence $O_{x y}$. Assume $O_{x y}$ is reducible, then it must contain a repeating subsequence, which we can write as some $O_{z}=\left\{X_{i}, \ldots\right\}$, then since $X_{i}$ appears twice this subsequence must be $O_{z}=O_{x}=O_{y}$, but $O_{x}$ and $O_{y}$ are distinct so this is false, hence $O_{x y}$ is irreducible.

Theorem 2.1. If the connected map $f$ has primary hidden cycles of periods $p$ and $q$, both with one iterate at a point $X_{i}$ where $f$ has a vertical branch, then there exist countably many irreducible cycles of periods $a p+b q$ for all $a, b \in \mathbb{N}$, and uncountably many aperiodic hidden orbits.

Proof. Take two symbols $O_{x}$ and $O_{y}$. For any positive integers $a, b \in \mathbb{N}$, we can construct a string consisting of $a$ symbols $O_{x}$ and $b$ symbols $O_{y}$ that can not be written as a repetition of any single subsequence of the string. Now let $O_{x}$ and $O_{y}$ be the two distinct hidden cycles $O_{x}=\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{p}\right\}$ and $O_{y}=\left\{X_{i}, y_{2}, y_{3}, \ldots, y_{q}\right\}$ from lemma 2.1, then this string corresponds to an irreducible hidden cycle with $a$ copies of the sequence $\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{p}\right\}$ and $b$ copies of the sequence $\left\{X_{i}, y_{2}, y_{3}, \ldots, y_{q}\right\}$, hence with period $a p+b q$. Moreover, there are uncountably many ways to arrange the symbols $O_{x}$ and $O_{y}$ in an infinite aperiodic binary sequence, constituting uncountably many aperiodic hidden orbits.

Note in this proof that, for any $a, b \in \mathbb{N}$, we can of course form sequences containing $a$ copies of the symbol $O_{x}$ and $b$ copies of the symbols $O_{y}$ that are reducible, but the result relies only on there existing at least one nonperiodic sequence that gives an irreducible cycle. It is obvious that such a sequence always exists (and moreover the number of such sequences is known, and grows to infinity with the length, $n=a+b$, of the sequence, see e.g. $[1,28]$ ).

Below we will derive two important corollaries of this result, but first let us illustrate it with two examples. Take the map in fig. 2a), with a regular 3 -cycle $\{a, d, b\}$. Were this a continuous map, Sharkovskii's theorem would imply the existence of $k$-cycles for all $k \in \mathbb{N}$, but this map has no
other regular cycles. Instead it has a hidden fixed point $\{0\}$ and hidden 2 -cycle $\{0, c\}$. By theorem 2.1 with $p=1$ and $q=2$, concatenations of these generate irreducible cycles of every period $k=a+2 b$ for all $a, b \in \mathbb{N}$, i.e. $k$-cycles for every $k \in \mathbb{N}$. The most obvious are $\{0\},\{0, c\},\{0,0, c\}$, $\{0,0,0, c\}$, etc.


Figure 2: Illustrations of theorem 2.1: a) a map with a 3-cycle, hidden fixed point and hidden 2-cycle, and hence hidden $k$-cycles for every integer $k$; b) a map with a hidden 2 -cycle and hidden 4 -cycle, and hence $k$-cycles for even even integer $k$. For example take: a) $f(x)=\frac{1}{2}-\frac{7}{10} \Theta(x)+\frac{4}{5} x$, where $a=-\frac{5}{61}, b=\frac{9}{61}, c=\frac{1}{4}, d=\frac{53}{122}$; b) $f(x)=-\frac{3}{2} x+\frac{1}{2}(1+\Theta(x))$, where $a=-\frac{1}{9}, b=\frac{2}{3}, c=\frac{20}{27}$.

The map in fig. 2b), on the other hand, has no odd period hidden cycles, but it has a hidden 2-cycle $\{0, b\}$ and 4 -cycle $\{0, c, a, b\}$. By theorem 2.1, concatenations of these generate irreducible $k$-cycles where $k=2 a+4 b$ for all $a, b \in \mathbb{N}$, i.e. for every even $k \in \mathbb{N}$. The most obvious are $\{0, b\},\{0, c, a, b\}$, $\{0, b, 0, c, a, b\},\{0, b, 0, b, 0, c, a, b\}$, etc.

Directly from theorem 2.1 we have the following.
Corollary 2.1. The existence of primary hidden cycles of two different periods, through the same discontinuity, implies chaos.

By 'chaos' here we mean in the usual sense for one-dimensional maps as in [21]. As an extreme example, if $X_{i} \in F_{i}$ then there is a hidden fixed point at $x=X_{i}$, so any periodic sequence $\left\{X_{i}, x_{2}, x_{3}, \ldots, x_{n}\right\}$, with $n \geq 2$, can be concatenated with the period 1 sequence $\left\{X_{i}\right\}$ repeatedly to create hidden cycles of any period $p>n$. Immediately this implies the following.

Corollary 2.2. If there exists a hidden fixed point $\left\{X_{i}\right\}$ and a hidden 2-cycle $\left\{X_{i}, x_{2}\right\}$ with $x_{2} \neq X_{i}$, then there exist irreducible cycles of every period.

Proof. Concatenate the fixed point $\left\{X_{i}\right\}$ with itself, repeated any number of times, say $p-2$ for some $p>2$. Then concatenate this with the 2 -cycle
$\left\{X_{i}, x_{2}\right\}$ where $x_{2} \neq X_{i}$. This creates an infinite set of hidden cycles each with the form $\left\{X_{i}, \ldots, X_{i}, x_{2}\right\}$, where the first $p-1$ iterates $x_{1}=x_{2}=\ldots=$ $x_{p-1}=X_{i}$ can be repeated any number of times $p-1 \in \mathbb{N}$. Moreover the fact that the last iterate is unique means each of these is irreducible.

Hence the existence of a hidden 2-cycle and a hidden fixed point at the same discontinuity implies chaos.

The proof is sufficient to show existence of irreducible cycles of every period, but clearly there also exist countably many other cycles with other forms, namely consisting of concatenations of sequences $\left\{X_{i}, \ldots, X_{i}, x_{2}\right\}$ of different lengths. Note how the notion of an irreducible cycle remains important, so for example $\left\{X_{i}\right\}$ is an irreducible cycle, but any repetition of it, $\left\{X_{i}, \ldots, X_{i}\right\}$, is not irreducible, while the sequence $\left\{X_{i}, \ldots, X_{i}, x_{n}\right\}$ is irreducible for any $n \in \mathbb{N}$ provided $x_{n} \neq X_{i}$.

The result in theorem 2.1 and its corollaries may seem trivial since they rely on concatenations of the different orbits that all pass through a point of discontinuity $X_{i}$, especially in corollary 2.2 where a cycle $\left\{X_{i}, x_{2}\right\}$ is concatenated any number of times with the point $\left\{X_{i}\right\}$ to obtain all periods. We shall see why the result is not trivial in the next section, where we consider how the concatenations relate to cycles in the limits of continuous maps.

We remark that the results here do not actually require $F_{i}$ to be a connected set, relying solely on the existence of hidden cycles of a given period or periods, but in the following sections we will assume $F_{i}$ is connected.

## 3 Perturbation to continuous maps

To help make sense of the result in theorem 2.1 let us focus on the implication that 'periods $1+2$ imply chaos' in corollary 2.2 . Specifically, let us ask how it can be consistent with the contrary 'period 3 implies chaos' of continuous maps. This also serves to illustrate how hidden dynamics can be used to approximate the dynamics of maps with steep segments.

Consider the connected map $x_{n+1}=f\left(x_{n}\right)$, from (2), to be the limit of a continuous map $x_{n+1}=g\left(x_{n}, \omega\right)$ as some $\omega$ tends to infinity. A general method to define such 'regularisations' of connected maps was given in [17]. Essentially it replaces a vertical jump in (2) by a steep segment with approximate slope $\pm \omega$, and we will define such a function below.

We will show in theorem 3.1 that the existence of a hidden fixed point and hidden 2 -cycle in $f$ implies the existence of a 3 -cycle, and hence all periods in $g$, for large enough $\omega$. Conversely, we show that if a 3 -cycle of $g$
exists, and has two iterates in a region where the gradient of $g$ has order $\omega$, then as $\omega \rightarrow \infty$ there exist a hidden fixed point and hidden 2-cycle of $f$.

For completeness we will also show in theorem 3.2 that a hidden 3 -cycle persists under perturbation from $\omega \rightarrow \infty$. That is, a hidden 3 -cycle in $f$, implies the existence of a 3 -cycle (and hence all periods) in $g$, for large enough $\omega$, and conversely, if a 3 -cycle of $g$ exists, and has one iterate on a branch of $g$ where its gradient has order $\omega$, then as $\omega \rightarrow \infty$ the 3-cycle tends towards a hidden 3-cycle of $f$.

To formulate these results precisely we will consider a continuous piecewisemonotonic map that can be expressed, on some interval $U \subset \mathbb{R}$, in terms of three monotonic branches, $f_{R}, f_{\omega}, f_{L}$, such that

$$
x_{n+1}=g\left(x_{n}, \omega\right)= \begin{cases}f_{R}\left(x_{n}\right) & \text { if } x_{n}>\omega^{-1}  \tag{3}\\ f_{\omega}\left(x_{n}\right) & \text { if } 0 \leq x_{n} \leq \omega^{-1} \\ f_{L}\left(x_{n}\right) & \text { if } x_{n}<0\end{cases}
$$

where $f_{L}(0)=f_{\omega}(0)$ and $f_{R}\left(\omega^{-1}\right)=f_{\omega}\left(\omega^{-1}\right)$. The map is therefore continuous, but not necessarily differentiable, at $x=0$ and $x=\omega^{-1}$. (The functions $f_{R}, f_{L}, f_{\omega}$, are differentiable on $\mathbb{R}$, or at least on sets enclosing their respective domains in (3)).

Taking $\omega \rightarrow \infty$ causes the middle branch $f_{\omega}$ to become steeper and ultimately vertical, such that (3) tends to the map

$$
x_{n+1}=f\left(x_{n}\right)= \begin{cases}f_{R}\left(x_{n}\right) & \text { for } x_{n}>0  \tag{4a}\\ f_{\infty}\left(x_{n}\right) & \text { for } x_{n}=0 \\ f_{L}\left(x_{n}\right) & \text { for } x_{n}<0\end{cases}
$$

where we define the limiting vertical branch at $x=0$ as a set $F$, writing

$$
\begin{equation*}
f_{\infty}(0) \in F=\left[f_{L}(0), f_{R}(0)\right] \tag{4b}
\end{equation*}
$$

We refer to (3) as the continuous map, and to (4) as the connected map. If we exclude $f_{\infty}$ at $x=0$ from the definition or define it as a single point (e.g. $\left.f_{\infty}(0)=f_{R}(0)\right)$, then we refer to (4a) alone as the discontinuous map. Only the connected map exhibits hidden dynamics.

### 3.1 Perturbation of a hidden 2-cycle: periods $1+2$ imply chaos

Assume (4) has a hidden fixed point and a hidden 2-cycle. Without loss of generality, let this 2-cycle be $\left\{0, f_{R}{ }^{-1}(0)\right\}$. The alternative case $\left\{0, f_{L}{ }^{-1}(0)\right\}$
is obtained by symmetry, and in fact in the following we will not need to consider the branch $f_{L}$, other than its boundary point $f_{L}(0)=f_{\omega}(0)$, and we may concern ourselves solely with $f_{R}$ and $f_{\omega}$.

Take the set $F$, corresponding to the vertical branch of the connected map, along with its successive pre-images $G$ and $H$, according to

$$
\begin{equation*}
F=\left[f_{L}(0), f_{R}(0)\right], \quad G=f_{\infty}^{-1}(F)=0, \quad H=f_{R}^{-1}(G) \tag{5}
\end{equation*}
$$

such that $H \rightarrow G \rightarrow F$ under (4). The existence conditions for a hidden fixed point and hidden 2-cycle are then

$$
\begin{array}{rll}
\text { fixed point } & \Leftrightarrow & G \subset F, \\
\text { 2-cycle } & \Leftrightarrow & H \subset F . \tag{6b}
\end{array}
$$

These can be translated into inequalities for the values of $f_{L}(0)$ and $f_{R}(0)$, and these fall into two classes depending on the sign of the slope of $f_{\omega}$, or equivalently the sign of $f_{R}(0)-f_{L}(0)$ :

- class (i) illustrated in fig. 3(i):

$$
\begin{array}{rll}
\text { fixed point } & \Leftrightarrow & f_{R}(0)<0<f_{L}(0) \\
\text { 2-cycle } & \Leftrightarrow & f_{R}(0)<f_{R}^{-1}(0)<f_{L}(0) \tag{7b}
\end{array}
$$

- class (ii) illustrated in fig. 3(ii):

$$
\begin{array}{rll}
\text { fixed point } & \Leftrightarrow & f_{L}(0)<0<f_{R}(0) \\
\text { 2-cycle } & \Leftrightarrow & f_{L}(0)<f_{R}^{-1}(0)<f_{R}(0) . \tag{8b}
\end{array}
$$

By construction, in both classes the fixed point lies at $x=0$, and the 2 -cycle has iterates $\left\{0, f_{R}{ }^{-1}(0)\right\}$.

In theorem 3.1 we shall show that the hidden fixed point and 2 -cycle illustrated in fig. 3, perturb to create the 3 -cycle illustrated in fig. 4. Moreover we prove the converse, that the 3 -cycles in fig. 4 collapse onto the hidden 2 -cycles in fig. 3 as $\omega \rightarrow \infty$.

Theorem 3.1. The existence of a hidden fixed point and hidden 2-cycle in the connected map (4), implies the existence of a 3-cycle in the continuous map (3) for large enough $\omega$. Conversely, the existence of a 3-cycle with two iterates on the steep middle branch in the continuous map (3), implies the existence of a hidden fixed point and hidden 2-cycle in the connected map (4), in the limit $\omega \rightarrow \infty$.


Figure 3: The two classes of connected map (4) that give the cycles with existence conditions (7) and (8), namely a hidden 2-cycle (red square) and a hidden fixed point (red circle).



Figure 4: The two classes of continuous map (3) that tend to those in fig. 3 as $\omega \rightarrow \infty$. A described in theorem 3.1, this shows a 3-cycle (red orbit) and fixed point (red circle), tending to the hidden 2 -cycle (dotted red) and hidden fixed point (red circle) from fig. 3.

Proof. Take the sets $G, H \subset F$ defined in (5), where $G=f_{\infty}{ }^{-1}(F)=0$ and $H=f_{R}{ }^{-1}(G)$, and assume the conditions (6). Since the pre-image of $F$ is a single point, $f_{\infty}{ }^{-1}(F)=0$, the same is true for the subset $G \subset H$, so let us also define $I=f_{\infty}{ }^{-1}(H)=0$. This implies $I=G$ and therefore $I \subset F$ (though this seems trivial we will use it in the next step). Now introduce a small perturbation of $F$ given by the continuous set

$$
\begin{equation*}
F_{\omega}=\left[f_{L}(0), f_{R}\left(\omega^{-1}\right)\right], \tag{9}
\end{equation*}
$$

such that $F_{\omega} \rightarrow F$ as $\omega \rightarrow \infty$. Define perturbations of $G, H, I$, as $G_{\omega}=$ $f_{\omega}{ }^{-1}\left(F_{\omega}\right), H_{\omega}=f_{R}{ }^{-1}\left(G_{\omega}\right)$, and $I_{\omega}=f_{\omega}{ }^{-1}\left(H_{\omega}\right)$. These sets are illustrated
in fig. 5 for the two cases where: (i) $f_{L}(0)>f_{R}\left(\omega^{-1}\right)$, and (ii) $f_{L}(0)<$ $f_{R}\left(\omega^{-1}\right)$.


Figure 5: The two classes of the map (3) showing the intervals $F_{\omega}, G_{\omega}, I_{\omega}$, and an illustration of the intermediate value theorem applied to the maps on $G_{\omega} \rightarrow F_{\omega}$ and $I_{\omega} \rightarrow F_{\omega}$, implying the existence of a fixed point and 3-cycle. In the limit $\omega \rightarrow \infty$ the classes (i-ii) correspond to the maps in fig. 3.

The size of the intervals $G_{\omega}$ and $I_{\omega}$ is of order $\omega^{-1}$, so $G, H, I \subset F$ implies $G_{\omega}, H_{\omega}, I_{\omega} \subset F_{\omega}$ for large enough $\omega$. Thus $I_{\omega} \subset F_{\omega}$ implies the map $f_{\omega} \circ f_{R} \circ f_{\omega}: I_{\omega} \rightarrow F_{\omega}$ has a fixed point, corresponding to a 3-cycle of the map (3), which proves the first part of the theorem.

As a side remark, in addition to the 3-cycle, $G_{\omega} \subset F_{\omega}$ implies the map $f_{\omega}: G_{\omega} \rightarrow F_{\omega}$ has a fixed point, giving a fixed point of the map (3), and $H_{\omega} \subset F_{\omega}$ implies the map $f_{R} \circ f_{\omega}: I_{\omega} \rightarrow F_{\omega}$ has a fixed point, corresponding to a 2-cycle of the map (3). Clearly by similar construction one may obtain cycles of all periods.

Now, turning to the second part of the theorem, define the set $F_{\omega}$ by
(9), and assume we can define pre-images $G_{\omega}, H_{\omega}, I_{\omega}$, such that

$$
\begin{equation*}
F_{\omega} \xrightarrow{f_{\omega}^{-1}} G_{\omega} \xrightarrow{f_{R}^{-1}} H_{\omega} \xrightarrow{f_{\omega}^{-1}} I_{\omega} . \tag{10}
\end{equation*}
$$

Note in particular that

$$
\begin{equation*}
G_{\omega}=f_{\omega}^{-1}\left(F_{\omega}\right)=\left[0, \omega^{-1}\right] \tag{11}
\end{equation*}
$$

is the domain of the function $f_{\omega}$. Since we can also apply $f_{\omega}$ to $I_{\omega}$, this must also lie in the domain of $f_{\omega}$, so

$$
\begin{equation*}
I_{\omega} \subseteq G_{\omega} \tag{12}
\end{equation*}
$$

We will now argue that each of $G_{\omega}, H_{\omega}, I_{\omega}$, is a non-empty subset of $F_{\omega}$ for large $\omega$. First, we assume for the theorem that there exists a 3-cycle of (3) corresponding to a fixed point of the map $f_{\omega} \circ f_{R} \circ f_{\omega}: I_{\omega} \rightarrow F_{\omega}$, therefore the sets $F_{\omega}, G_{\omega}, H_{\omega}, I_{\omega}$, as they obey (10), are non-empty. Applying $f_{\omega}$ to (12) implies $H_{\omega} \subseteq F_{\omega}$, and since $f_{\omega}^{-1}$ is contracting with order $\omega^{-1}$, for large enough $\omega$ this becomes $H_{\omega} \subset F_{\omega}$. The fact that the map $f_{\omega} \circ f_{R} \circ f_{\omega}$ : $I_{\omega} \rightarrow F_{\omega}$ has a fixed point implies that the intersection $F_{\omega} \cap I_{\omega}$ is non-empty, and since $I_{\omega} \subseteq G_{\omega}$ by (12), this implies the intersection $F_{\omega} \cap G_{\omega}$ is nonempty. The size of the interval $G_{\omega}$ is of order $\omega^{-1}$, so for large enough $\omega$ this implies $G_{\omega} \subset F_{\omega}$. Hence moreover $I_{\omega} \subseteq G_{\omega} \subset F_{\omega}$.

Thus for large enough $\omega$ we have $G_{\omega}, H_{\omega}, I_{\omega} \subset F_{\omega}$. As we then take the limit $\omega \rightarrow \infty$, we have directly that $F_{\infty}=F$ with $G_{\infty}=I_{\infty}=G$ and $H_{\infty}=H$, therefore $G, H, I \subset F$, giving us the existence conditions (6) for the existence of a hidden fixed point and hidden 2 -cycle in the connected map (4).

Note from this proof that since the size of the interval $G_{\omega}$ shrinks as $\omega^{-1}$, the hidden fixed point and 2 -cycle lie $\omega^{-1}$ close to the 3 -cycle of the continuous map for large $\omega$.

We can illustrate the proof more explicitly by taking the two cases $f_{L}(0)>f_{R}\left(\omega^{-1}\right)$ and $f_{R}\left(\omega^{-1}\right)>f_{L}(0)$ separately, as in fig. 4. This shows the fixed point and 3 -cycle tending towards the hidden fixed point and 2 cycle as $\omega \rightarrow \infty$, as described in the first half of the proof of theorem 3.1. To illustrate the proof more explicitly, first take the case $f_{L}(0)>f_{R}\left(\omega^{-1}\right)$, then $G_{\omega} \subset F_{\omega}$ implies $f_{R}\left(\omega^{-1}\right)<0<\omega^{-1}<f_{L}(0)$, while $I_{\omega} \subset F_{\omega}$ implies $f_{R}\left(\omega^{-1}\right)<f_{R}^{-1}(0)<f_{R}^{-1}\left(\omega^{-1}\right)<f_{L}(0)$. As $\omega \rightarrow \infty$ these become $f_{R}(0)<0<f_{L}(0)$ and $f_{R}(0)<f_{R}^{-1}(0)<f_{L}(0)$, i.e. the conditions
(7). In the other case, when $f_{R}\left(\omega^{-1}\right)>f_{L}(0)$, then $G_{\omega} \subset F_{\omega}$ implies $f_{L}(0)<0<\omega^{-1}<f_{R}\left(\omega^{-1}\right)$, while $I_{\omega} \subset F_{\omega}$ implies $f_{L}(0)<f_{R}{ }^{-1}\left(\omega^{-1}\right)<$ $f_{R}{ }^{-1}(0)<f_{R}\left(\omega^{-1}\right)$. As $\omega \rightarrow \infty$ these become $f_{L}(0)<0<f_{R}(0)$ and $f_{L}(0)<f_{R}^{-1}(0)<f_{R}(0)$, i.e. the conditions (8).

We give some further geometric insight into how successively higher period cycles are formed in the continuous map as $\omega$ is perturbed away from $\infty$ in appendix A.2.

### 3.2 Persistence of a primary 3-cycle

In the maps of theorem 3.1, a hidden fixed point and hidden 2-cycle concatenate to form a non-primary hidden-3-cycle, which perturbs for finite $\omega$ into a regular 3 -cycle. For completeness, let us also give the corresponding result for a primary hidden 3 -cycle, which we show persists under perturbation to finite $\omega$ into a regular 3 -cycle, in which case of course we have the familiar 'period 3 implies chaos'.

There are four distinct topologies of the map (4) in which a primary hidden 3 -cycle appears, shown in fig. 6, and defined by:

1. $f_{R}(0)<f_{L}(0)$ and $f_{R}(0)<f_{R}^{-2}(0)<f_{L}(0)$,
2. $f_{R}(0)>f_{L}(0)$ and $f_{L}(0)<f_{R}^{-2}(0)<f_{R}(0)$,
3. $f_{R}(0)<f_{L}(0)$ and $f_{R}(0)<f_{L}{ }^{-1} \circ f_{R}^{-1}(0)<f_{L}(0)$,
4. $f_{R}(0)>f_{L}(0)$ and $f_{L}(0)<f_{L}^{-1} \circ f_{R}^{-1}(0)<f_{R}(0)$.


Figure 6: The four classes of hidden 3 -cycle in theorem 3.2. In class 1 ) there is also a hidden fixed point and 2 -cycle, in classes $2-4$ ) there are no other cycles in the maps depicted, but by varying the left branch in 2-3 and the right branch in 4 a hidden fixed point and 2-cycle can be introduced.

These are essentially delineated by the sign of $f_{R}(0)-f_{L}(0)$ (in classes 1 and 3 this sign is negative, in classes 2 and 4 this sign is positive), and which point of the cycle lies on the discontinuity point $x=0$ (in classes 1-2
this is one of the outer iterates, in classes 3-4 this is the middle iterate). If an outer iterate of the cycle lies on $x=0$, we can without loss of generality assume it is the leftmost iterate.

For these we have a similar result to that for a hidden 2-cycle.
Theorem 3.2. The existence of a primary hidden 3-cycle in the connected map (4), implies the existence of a 3-cycle in the continuous map (3) for large enough $\omega$, and vice versa. Conversely, the existence of a 3-cycle with one iterate on the steep middle branch in the continuous map (3) as $\omega \rightarrow \infty$, implies the existence of a primary hidden 3-cycle in the connected map (4).

The proof is similar to that of theorem 3.1, so we shall omit the details here, particularly since the result is unsurprising, merely showing that if a 3-cycle is primary (has only one iterate on the discontinuity), then it persists in the large $\omega$ limit (whereas the 3-cycle in theorem 3.1 had two iterates on the discontinuity). For the connected map we define the set $F=\left[f_{L}(0), f_{R}(0)\right]$ and its pre-images $G, H, I$. For the continuous map we define the set $F_{\omega}=\left[f_{L}(0), f_{R}\left(\omega^{-1}\right)\right]$ and its pre-images $G_{\omega}, H_{\omega}, I_{\omega}$. Then $G=0$ and $G_{\omega}=\left[0, \omega^{-1}\right]$ as before. There there are two scenarios to consider. For the classes 1-2 defined above, we define $H_{\omega}$ and $I_{\omega}$ such that

$$
\begin{equation*}
F_{\omega} \xrightarrow{f_{\omega}^{-1}} G_{\omega} \xrightarrow{f_{R}^{-1}} H_{\omega} \xrightarrow{f_{R}^{-1}} I_{\omega} \tag{13}
\end{equation*}
$$

and for classes 3-4 we define $H_{\omega}$ and $I_{\omega}$ such that

$$
\begin{equation*}
F_{\omega} \xrightarrow{f_{\omega}^{-1}} G_{\omega} \xrightarrow{f_{R}^{-1}} H_{\omega} \xrightarrow{f_{L}^{-1}} I_{\omega} \tag{14}
\end{equation*}
$$

Using these, the proof of theorem 3.2 follows by steps very similar to those in theorem 3.1.

The results of this section can be relaxed to permit non-monotonic branches, provided we demand monotonicity in an $\omega^{-1}$-neighbourhood of the iterates of the 2 and 3 -cycles, but the more limit result for piecewisemonotonic maps is sufficient for our interest here.

## 4 Applications to oscillatory systems

We used continuous maps in section 3 merely to help interpret the result that 'periods $1+2$ imply chaos', by relating hidden orbits to the limit of unstable orbits on a steep segment. Perhaps a more direct way to illustrate hidden orbits is by locating them in applications. Here we consider three examples, and for easy comparison we choose parameter values that give a
similar map in each case, so each has a stable 3-cycle, a hidden 2 -cycle, and a hidden fixed point. Later in ?? we make some more general remarks on the interpretation of the hidden dynamics in these models and regularisations of them.

### 4.1 A toy hybrid oscillator

The following one degree of freedom oscillator forms a toy model for the two real applications that follow, and suggests how widely these phenomena may occur in general. Consider the hybrid oscillator

$$
\begin{align*}
& \dot{u}_{1}=u_{2}, \quad \dot{u}_{2}=\alpha u_{2}-u_{1},  \tag{15a}\\
& u_{2} \mapsto-\sqrt{-u_{2}} \quad \text { if } \quad u_{1}=0, \quad u_{2}<-2, \tag{15b}
\end{align*}
$$

and we shall take $\alpha=0.09$. This represents a simple oscillator with a spring forcing and a negative damping, and a dissipative impact that occurs at a position $u_{1}=0$ if the velocity is below $u_{2}=-2$, resulting in a drop in the speed $u_{2}$.

The oscillator is shown in phase space in fig. 7. It is clear that orbits which hit the half-line $\left\{u_{1}=0, u_{2}>-2\right\}$ evolve smoothly through it, while orbits that hit the half-line $\left\{u_{1}=0, u_{2}<-2\right\}$ suffer an impact before continuing to evolve smoothly. However, orbits which hit $u_{1}=0$ precisely at $x_{2}=-2$, which we say graze the threshold $u_{2}=-2$, may either continue evolving according to (15a), or map according to (15b) before continuing to follow (15a).

Hidden dynamics describes what happens in the continuum between these two extremes at the discontinuity, by letting the grazing orbit evolve onwards from all states in the set $\left\{u_{2} \in[-\sqrt{2},-2], u_{1}=0\right\}$, forming the red region in fig. 7 (left). These states are typically neglected, as they are not accessed by forward evolution of the model from states arbitrarily close to (but not on) the discontinuity.

A stable 3 -cycle of the oscillator is also shown in fig. 7 (right).
We can define a return map $u_{2, n} \mapsto u_{2, n+1}$ on the half-line

$$
\left\{\left(u_{1}, u_{2}\right) \in \mathbb{R}^{2}: u_{1}=0<u_{2}\right\} .
$$

This is calculated numerically and shown in fig. 8, and has a stable period 3 cycle, but no other regular cycles. The points $c_{0}$ and $c_{ \pm}$correspond to those in fig. 7 .

Were this a continuous map, the existence of a 3 -cycle would imply the existence of cycles of all periods by Sharkovski's theorem. By theorem 2.1


Figure 7: The oscillator in phase space. The left picture shows the grazing orbit, which passes through a point $c_{0}$ on the half-line $\left\{u_{2}>0, u_{1}=0\right\}$. From the point $\left(u_{1}, x_{2}\right)=(0,-2)$ this can follow one of two trajectories to return to $\left\{u_{2}>0, u_{1}=0\right\}$ at $c_{-}$(if (15b) is applied) or $c_{+}$(otherwise)), and the red shaded region indicates the continuum of non-physical 'hidden' trajectories between these. The right picture shows a stable period 3 orbit that undergoes two impacts.


Figure 8: The Poincaré return map on $\left\{u_{2}>0, u_{1}=0\right\}$, showing a stable 3-cycle with a hidden 2 -cycle and hidden fixed point. (The map is found by numerical simulation).
we know these can be provided by hidden orbits. Indeed, it is easy to see that this map has a hidden fixed point and hidden 2-cycle, as shown in fig. 8.

In fig. 9 we illustrate the hidden period 1 cycle corresponding to the fixed point of the map, and the hidden 2-cycle, in a figure corresponding to fig. 7. Both can be found by following the grazing orbit back from the discontinuity threshold until it returns to the red 'hidden' zone. Note that
the period 1 orbit is a subset of the period 2. (Note also the fixed point, 2 -cycle, and 3-cycle, co-exist, we plot them on separate figures only for clear visibility).


Figure 9: The hidden fixed point (left) and hidden 2-cycle (right) in the oscillator, in the same space as fig. 7 .

In fig. 10 we plot these cycles against time. The displacement $u_{1}(t)$ and speed $u_{2}(t)$ are shown for the 3 -cycle (showing one complete cycle), and for the hidden 2-cycle over the same duration, showing one and a half complete cycles. At $t \approx 12.5$ the $u_{2}$ coordinate is seen grazing the threshold $u_{2}=-2$, at which it can turn around and continue as a smooth curve, or can impact according to (15b). The short dotted vertical line indicates the range of theoretical values lying between these two extremes, corresponding to the vertical branch in the map in fig. 8, which the physical system cannot access. From one of these values, a trajectory can continue on and evolve through one further oscillation in which an impact occurs, and then the orbit returns to the grazing trajectory, forming the period 2 oscillation.


Figure 10: Graphs of the stable 3-cycle (showing one complete cycle), hidden period 1 cycle (showing three complete periods), and hidden 2-cycle (showing one and a half complete periods). The dashed red line shows the set $u_{2} \in[-2,-\sqrt{2}]$ which generates the vertical branch at the discontinuity.

### 4.2 Application to yeast growth

The growth and mitosis of a yeast cell is modelled in [9] by an oscillatory reaction of three chemical concentrations ( $u_{1}, u_{2}, u_{3}$ ), along with the cell mass $m$, as

$$
\begin{align*}
\dot{u}_{1} & =k_{1}-k_{2}^{\prime} u_{1}-k_{2}^{\prime \prime} u_{1} u_{2}, \\
\dot{u}_{2} & =\frac{\left(k_{3}^{\prime}+k_{3}^{\prime \prime} u_{3}\right)\left(1-u_{2}\right)}{J_{3}+1-u_{2}}-\frac{k_{4} m u_{1} u_{2}}{J_{4}+u_{2}},  \tag{16a}\\
\dot{u}_{3} & =k_{5}^{\prime}+k_{5}^{\prime \prime} \frac{\left(m u_{1}\right)^{n}}{J_{5}^{n}+\left(m u_{1}\right)^{n}}-k_{6} u_{3}, \\
\dot{m} & =r m\left(1-\frac{m}{M}\right) .
\end{align*}
$$

The mass undergoes a division event representing mitosis as $u_{1}$ drops below a threshold value, given by

$$
\begin{equation*}
m \mapsto m / 2 \quad \text { if } \quad u_{1}=1 / 10, \quad \dot{u}_{1}<0, \tag{16b}
\end{equation*}
$$

Here we take the various parameters as $k_{1}=0.04, k_{2}^{\prime}=0.152, k_{2}^{\prime \prime}=1$, $k_{3}^{\prime}=1, k_{3}^{\prime \prime}=10, k_{4}=35, k_{5}^{\prime}=0.005, k_{5}^{\prime \prime}=0.2, k_{6}=0.1, J_{3}=0.04$,
$J_{4}=0.04, J_{5}=0.3, n=4, r=0.01, M=10$, based on values of MichaelisMenten reaction coefficients in [9].

A typical cycle in $\left(u_{1}, u_{2}, u_{3}\right)$ space is shown in fig. 11, depicting a stable 3 -cycle found for these parameter values.


Figure 11: A stable 3-cycle of the yeast cell cycle.
It was observed in [16] that near the threshold $u_{1}=\frac{1}{10}$ on the region where $\dot{u}_{1}>0$, trajectories appear to crowd up, such that near the attractor (in this case near the 3 -cycle in fig. 11) they can be approximated by a one-dimensional return map in the mass

$$
\begin{equation*}
m_{n+1}=f\left(m_{n}\right) \quad \text { on } \quad\left\{\left(m, u_{1}, u_{2}, u_{3}\right) \in \mathbb{R}^{4}, u_{1}=\frac{1}{10}, \dot{u}_{1}>0\right\} . \tag{17}
\end{equation*}
$$

This map is shown in fig. 12, and was obtained by simulation, taking an initial point $\left(u_{1}, u_{2}, u_{3}\right)=(0.1,0.2635,0.3371)$ near the attractor, and then varying initial points $m_{n}$, to calculate the return point $m_{n+1}$. We note that this is only an approximation of the higher dimensional dynamics, but it was shown in [16] to be sufficient to understand the qualitative periodic behaviour of the 4 -dimensional model (16).

The discontinuity in this map is due to the two qualitatively different return paths observable in fig. 11: the left branch of the map describes orbits that make a loop above $u_{1}=\frac{1}{10}$ and thereby allow longer for $m$ to grow between divisions, the right branch describes orbits with no loop, and the discontinuity occurs where an orbit forms a loop that grazes the threshold $u_{1}=\frac{1}{10}$.

First observe that this map has a stable 3-cycle, and no other regular cycles at these parameter values. Similarly to the toy model in section 4.1, as a connected map on the interval, we may therefore conjecture that it has


Figure 12: The dynamics approximately reduces to a one-dimensional map in the mass $m$. For the parameters given above we see a 3 -cycle, plus a hidden 2 -cycle and hidden fixed point. (The map is found by numerical simulation).
hidden cycles of period 1 and 2 . It is easily seen from the map in fig. 12 that a hidden 2 -cycle exists, along with a hidden fixed point, whose concatenations create hidden cycles of all periods.

Although the one-dimensional map here is only an approximation for the four-dimensional system, we do indeed find this hidden cycle in the full model. In fig. 13 we plot the oscillation of $u_{1}$, and the growth-and-division of the mass $m$, for these two cycles. The upper picture shows two complete cycles of the 3 -cycle. The lower two picture show the hidden period 1 and two cycles over the same time interval, executing a little more than six and three complete cycles, respectively.

As in the toy oscillator the hidden cycles are, by definition, not normally considered to be accessible trajectories of the physical system from any typical initial condition, but they pass through the continuum of states across its discontinuity. Just after $t \approx 0$ we see $m$ increasing and $u_{1}$ decreasing. At $t \approx 8.5$ the orbit arrives at the discontinuity, where we see that $u_{1}$ lies tangent to the threshold $u_{1}=\frac{1}{10}$. At this point the cycle can either continue growing us $u_{1}$ turns around and begins increasing again (the trajectory marked $\circ 1$ in fig. 13), or the cell can divide according to (17) (the trajectory marked $\circ 2$ in fig. 13). Between $\circ 1$ and $\circ 2$ there exist a continuum of hidden orbits - trajectories that the physical system is usually assumed not to evolve through from a typical initial condition - corresponding to points on the vertical branch of the map in fig. 12, and one of these (marked $\circ 3$ in fig. 13) evolves to connect back up to the grazing trajectory, and form the cycle.


Figure 13: The 3-cycle (upper figure, showing two complete periods), the hidden period 1 cycle (middle graph, showing just over six complete cycles), and the hidden 2-cycle (lower figure, showing just over three complete cycles). 'o1' and 'o2' label trajectories corresponding to the extremes of the vertical branch of the map, 'o3' labels the trajectory between these that forms the hidden cycle.

The system in section 4.1 was conceived as a simplification of this model, with the same essential features of oscillations stabilised by a discontinuous loss in one variable: speed in the toy model (15a) and mass in the yeast model. The system (16a) is itself a simplification of a nine dimensional model which shows similar dynamics, but the simpler model here is sufficient for illustration.

### 4.3 Application to human sleep-wake cycles

A recent application shown to exhibit rich dynamics associated with circle maps with discontinuities arises from studies into the regulation of sleepwake homeostasis [5]. We shall show that this system also has hidden cycles. In addition, this application illustrates a non-trivial choice of how the vertical branch must be chosen at the discontinuity.

The model consists of two processes controlling homeostatic sleep pressure. The pressure decreases during sleep as a function $H_{\text {sleep }}(t)$, and increases while awake as a function $H_{\text {wake }}(t)$, according to

$$
\begin{align*}
H_{\text {sleep }}\left(t, t_{0}\right) & =H^{+}(t) e^{\left(t_{0}-t\right) / k_{s}}, \\
H_{\text {wake }}\left(t, t_{0}\right) & =1-\left(1-H^{-}(t)\right) e^{\left(t_{0}-t\right) / k_{w}} . \tag{18}
\end{align*}
$$

The change in homeostatic pressure switches between these at two oscillating circadian thresholds, with falling asleep occurring when $H_{\text {wake }}$ reaches a threshold $H^{+}$, and waking occurring when $H_{\text {sleep }}$ reaches a threshold $H_{-}$, where

$$
\begin{equation*}
H^{ \pm}(t)=H_{0}^{ \pm}+a \sin (2 \pi t) \tag{19}
\end{equation*}
$$

These sinusoidal thresholds and resulting homeostatic trajectories are illustrated in fig. 14. For this illustration we take parameter values $a=0.1$, $H_{0}^{+}=0.75, H_{0}^{-}=0.55, k_{s}=0.25, k_{w}=0.8$, similar to those in [5]. Three examples of orbits that begin on the sleep threshold $H^{+}(t)$ are shown. Two regular orbits are shown starting at some $t=t_{1}$ (full blue curve) and $t=t_{2}$ (dashed blue curve), passing through one sleep and one wake interval each. The duration of these orbits differs markedly because they lie just either side of $t=t_{g} \approx 0.445$, from which the orbit (red dashed) grazes the sleep threshold at around $t \approx 0.87$. The 'end point' of the orbit starting from $t_{g}$ could be considered to be either of the two points at the extremes of the red 'inaccessible' region, but we will also permit it to lie on the continuum of states between these (indicated by thick red curve segment on the $H^{+}(t)$ threshold). We also illustrate an orbit starting from a point $t_{h}$ inside this inaccessible region (dotted red curve).

The observation from [5] is that the return map to the sleep threshold $H^{+}(t)$, let us call it $T(t)$, is a circle map that can contain discontinuities due to the presence of grazing. This map takes some $t_{n}$ to $t_{n+1}=T\left(t_{n}\right)$, by going from the sleep threshold at time $t_{n}$, to the wake threshold at time $t_{-}$, and then back to sleep threshold at time $T\left(t_{n}\right)$. Thus $T\left(t_{n}\right)$ obtained by solving the two equations $H_{\text {wake }}\left(T, t_{-}\right)=H^{+}(T)$ and $H_{\text {sleep }}\left(t_{-}, t_{n}\right)=H^{-}\left(t_{-}\right)$for the functions $T:[0,1) \rightarrow[0,1)$ and $t_{-}:[0,1) \rightarrow[0,1)$.


Figure 14: Homeostatic pressure cycling between sleep and wake, switching at the circadian thresholds (black sinusoidal curves). A hidden orbit is shown starting from $t=t_{g}$, grazing the threshold (dotted red curve), creating a region of inaccessible states (red shaded area), and departing from some point $t=t_{h}$ inside the inaccessible region. Two regular orbits are shown slightly either side of the grazing orbit, from initial conditions $t=t_{1}$ (full blue curve) and $t=t_{2}$ (dashed blue curve), showing the discontinuity between their end points. The start and end points of each trajectory are shown by black dots and squares, respectively.

The map is shown in fig. 15, and was found by numerical calculation. Orbits corresponding to those in fig. 14 are shown. The map has a discontinuity where the sleep-wake cycles grazes the sleep threshold, again illustrated by the orbit starting from $t=t_{g} \approx 0.445$ (dotted red line from $t_{g}$ ), and mapping


Figure 15: The return map to the surface $H=H^{+}(t)$, showing orbits corresponding to those in fig. 14. The vertical branch has been drawn through the cyclic boundary $t=0 \sim 1$, through the states that are inaccessible due to the discontinuity in the red region of fig. 14. The map is found by numerical calculation.
to a vertical branch that corresponds to the inaccessible region in fig. 14. We will return to how this vertical branch is drawn in the next paragraph. Hidden orbits are those that have iterates on the vertical branch, among the inaccessible states in fig. 14. One such orbit is shown mapping from $t=t_{g}$, through one iteration to $t=t_{g}$, and through one more iteration to around $t \approx 0.55$ (red dashed lines).

Now note that, as $T$ is a circle map, there are two possible ways to connect its branches across the discontinuity. As shown in fig. 15, we can either: (i) draw the vertical branch upward from the left branch so it passes through the boundary at $t=0 \sim 1$, or perhaps more obviously, (ii) draw the vertical branch downward from the left branch. Only one of these is appropriate to the sleep-wake model, and to determine which, one has to consider the continuous time system fig. 14 the map was derived from, to find which choice of vertical branch describes states that are passed through on the homeostatic thresholds at the discontinuity. These states, the red region in fig. 14 , consists of the states $t \in(0.85,1) \cup(0,0.36)$ (or more simply $t \in(0.85,1.36)$ as this is a circle map). Comparing to fig. 16 we see that the appropriate map is fig. 16(i), and hence the vertical branch as drawn in fig. 14, in which the discontinuity point $t_{g} \approx 0.445$ maps to the vertical branch $t \in(0.85,1) \cup(0,0.36)$.


Figure 16: Hidden cycles of a discontinuous map obtained from a model of sleep-wake regulation. The vertical branch is either drawn: (i) upward from the left branch, giving a hidden 3 -cycle, or (ii) downward from the left branch, giving a hidden 2-cycle and fixed point.

As shown in fig. 16, the map has a regular 3 -cycle $\left\{t_{a}, t_{b}, t_{c}\right\}$ (existing independent of the vertical branch). If we form the vertical branch as in (i) it also has a hidden 3 -cycle $\left\{t_{g}, t_{h}, t_{i}\right\}$. By contrast, the incorrect formulation in (ii) has a hidden fixed point $\left\{t_{g}\right\}$ and hidden 2-cycle $\left\{t_{g}, t_{i}\right\}$. As a result, the map in (ii) has hidden cycles of all periods by corollary 2.2. The map
in (ii), however, has only these two 3 -cycles, and is a counterexample to Sharkovski's theorem for circle maps.

In fig. 17 we show the sleep-wake cycles corresponding to the map cycles from fig. 16(i), namely the 3 -cycle (full blue saw-tooth curve), and the hidden 3 -cycle (dashed red saw-tooth curve). One may easily observe that the hidden cycle from fig. 16(ii) has no corresponding cycle in the continuous time sleep-wake dynamics, thus the manner in which the vertical branch is taken, and the existence of hidden orbits in the map, is not arbitrary.


Figure 17: The 3-cycle and hidden 3-cycle from fig. 16(i), correspond to stable and unstable sleep-wake cycles in the model of homeostatic regulation from [5]. The times indicated on the sleep threshold correspond to those in fig. 16.

So we see here that when a discontinuity occurs in a map defined on the circle, there are two ways to connect it, and which of those is appropriate is determined by the application. We will make more general remarks about how such connections can be formed in appendix A.1. Note in fig. 16 that the two types of connected map are closely related, because the pre-images of the discontinuity that define hidden orbits are the same, up to points where those pre-images re-intersect the vertical branch. For example, the hidden 3 -cycle in fig. 16(i) has iterates at $t=t_{g} \approx 0.445, t \approx 0.61$, and $t \approx 0.33$, while the iterates of the hidden 2-cycle in fig. 16(ii) also lie at $t=t_{g} \approx 0.445$ and $t \approx 0.61$; which of these forms a valid orbit is determined by the definition of the vertical branch.

## 5 Hidden cycles: interpretation and applications

In section 4 we saw examples of hidden orbits within physical applications. The hidden orbits form a continuous family of trajectories connecting orbits
either side of a discontinuity. They can be followed in backward time in the system from the discontinuity, and thereby form closed cycles through the discontinuity. They have earnt the term 'hidden' as they are not normally considered to be accessible in the forward time evolution from a given initial condition.

We have concentrated on low period cycles for the purposes of illustration. As we change parameters in any of the maps and models in this paper, these cycles can undergo bifurcation that produce cascades of cycles of higher periods. The papers $[18,15]$ took a first look at the role that hidden orbits play in 'filling the gaps' in different kinds of bifurcation diagrams, connecting to stable branches much as standard unstable cycles would. For instance in [15] it is shown that border collision bifurcations can be interpreted as flip and fold border collision bifurcations involving hidden orbits.

The study of the role of hidden cycles in the bifurcations of applications like those in section 4 remains to be done. In [16] the cell cycle - in both its 4 and 9 dimensional models - was shown to exhibit a period incrementing cascade as the parameter $k_{2}^{\prime}$ varies. One should be able to obtain the hidden cycles that fill the gaps in those bifurcation diagrams, something we leave for future interest.

Systems like those in section 4, where a 'hard' impact is modelled as a discontinuity, can be thought of as setting a boundary problem, before and after impact, for a more complete model that would describe the temporal and spatial variations of the oscillator through the moment of impact. Such a regularisation could take many forms (see e.g. chapter 12 of [14]). The simplest kind of regularisation is a smoothing of the model's equations, as we considered in section 3 , where we saw how hidden orbits and their concatenations correspond to regular unstable orbits of a continuous map in some limit. More generally, regularisations may involve a variety of physical complexities that are approximated by the discontinuity, such as delays, hysteresis, or stochasticity in where and when the discontinuity occurs, or with change occurring on fast timescales or small spatial scales rather than actually being discontinuous.

We can expect that in any regularisation there exists some unstable object that is approximated by the hidden dynamics, but importantly, hidden orbits exist independent of such regularisations, permitting the study of unstable cycles that approximate the dynamics of those more complex systems, within the idealisation of the discontinuous model.

A more interesting consequence of these results is that we can use theorem 2.1 to infer the existence of regular cycles in a smooth map with a steep segment.

For an example take the map depicted in fig. 18, and consider this to approximate a map with a steep segment in the region $|x|<\omega$ for some large $\omega$. Now assume we know this map has a hidden 3 -cycle $\{a, e, c\}$, as shown. Applying Sharkovskii's theorem to the continuous map would imply there must exist cycles of all periods, but it is easy to see that these cannot all be hidden, in particular there is no hidden fixed point or hidden 2-cycle. Therefore there must exist a regular fixed point $\{b\}$ and 2-cycle $\{a, d\}$, for some $a, b, d \neq 0$. Indeed we find this to be the case (of course for this simple example they are very easy to see by inspection), i.e. the presence of the hidden 3 -cycle correctly predicts the existence of a regular fixed point and 2 -cycle, as shown in fig. 18.


Figure 18: Existence of a hidden 3-cycle implies existence of a regular fixed point and 2-cycle. For example let $f(x)=2+x-\left(\frac{2}{5}+x+2 \operatorname{sech} 3(x-1)\right) \Theta(x)$, then $a=0.156, b=0.572, c=0.769, d=1.284, e=1.508$. This map approximates, for example, $g(x, \omega)=\frac{9}{5}+\frac{x}{2}-\left(\frac{1}{5}+\frac{x}{2}\right) \tanh (\omega x)-(1+\tanh (\omega x)) \operatorname{sech}(3(x-1))$ for large $\omega$.

More generally, consider a discontinuous map, or a continuous map well approximated by it, in which the only regular cycle has period $p$. The implication of theorem 2.1 is then that every period $k \prec p$ must exist as a hidden cycle. Conversely, if the only hidden cycle in a discontinuous map (or continuous map approximated by it) has period $p$, and the periods $k \prec p$ do not exist as hidden cycles, then they must exist as regular cycles.

So hidden orbits permit us to approximate steep segments with discontinuities, and importantly to do so without any loss of solutions in the singular limit where the map's slope becomes infinite. In that limit, orbits overlap, but remain well-defined through hidden orbits and their concatenations. The advantage is that, in many situations, it may be analytically
or numerically more tractable to solve a map with a vertical branch than a map with a steep nonlinearity.

## 6 Closing remarks

Until recently the behaviours of continuous and discontinuous maps have seemed far removed, the latter able to exhibit bifurcations and periodicities not limited by the laws constraining continuous maps, and as such a whole new field of dynamical theory has sprung up to organise the zoology of discontinuity-induced bifurcations for maps (see e.g. [7, 4, 27, 22], in parallel to similar theory for flows $[10,14,7,11]$ ). We see here that connected maps provide a kind of unification between discontinuous and continuous maps. The introduction of hidden orbits changes none of the results derived previously, but in providing an underpinning framework of unstable orbits, it does restore some of the intuitive geometry and even some of the most profound theorems familiar from continuous maps.

Other works have attempted to extend Sharkovkii's theorem to maps with discontinuities in other ways. Recently in [17] it was shown that a discontinuous map can be blown-up into a continuous one, in a manner that preserves kneading invariants and hence periodicities, implying that the discontinuous map must also contain the cycles guaranteed by the Sharkovskii ordering.

It was shown in [15], for example, that by introducing hidden orbits, the bifurcations of discontinuous maps become qualitatively similar to those of continuous maps. In [17] it was shown in general how one can regularise a discontinuous map, by first connecting it with a vertical branch, and then blowing-up the pre-images of the discontinuity in a manner that preserves kneading invariants and hence periodicities. This implies that the discontinuous map must also contain the cycles guaranteed by the Sharkovskii ordering, and that 'period 3 implies chaos' should apply to discontinuous maps. The corollaries 2.1 and 2.2 suggest more peculiar results associated with a vertical branch, captured in the notion that 'periods $1+2$ imply chaos'.

A study for multi-valued maps in [2, 3], motivated by 'applications to differential equations without uniqueness conditions', showed that Sharkovkii's theorem holds only in a restricted form if applied to primary orbits, which are allowed to visit a set-valued point only once, in contrast to corollary 2.2 if we include all hidden orbits and their concatenations.

In section 5 we saw moreover an example of how, using the results of
section 2 and section 3, hidden orbits can be used to infer the existence of regular orbits, and even to infer the existence of orbits of continuous maps with steep segments.

Therefore, though hidden orbits are inherently unstable, and might not be readily observable, as with other unstable orbits this does not preclude their usefulness, whether seeking to understand the periodicities of a map as in this paper, to understand the unstable objects propping up their otherwise 'gappy' bifurcation diagrams as in [18, 15], or to understand their relation to continuous maps as in [17]. It is not so much the hidden cycles themselves that have significance as physical trajectories, but rather the points outside the discontinuity that they connect into a hidden periodic structure, strung out through pre-images of the point of discontinuity, that plays a crucial role in organising the map's dynamics, both hidden and regular.
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## A Appendices

## A. 1 A note on types of connected map

In the example of the sleep-wake model in section 4.3, due to the periodicity of the circadian cycle, the map was defined on a circle. This made it possible for a vertical branch to connect the map at the discontinuity in two different ways.

In general, given any map with a discontinuity at some $X_{i}$, there are infinitely many different ways to connect its branches to form a connected map, through different choices of the set $F_{i}$ in (2b). Any hidden cycles are a property of the particular connected map for a given choice of $F_{i}$.

Nevertheless, for a given discontinuous map, it is easy to see that the connected map associated with it will fall into certain qualitative types. For one discontinuous map, fig. 19 shows three possible ways to connect it, labelled as 'simple', 'cyclic', or 'spiky'. In any of these cases hidden orbits exist through the vertical branches. The first is the simple connection formed by the vertical branch across its discontinuity, $F_{i}=\left[f_{+}\left(X_{i}\right), f_{-}\left(X_{i}\right)\right]$. Alternatively, if the map is cyclic on a finite or infinite domain which maps to the circle, then the connection can be made by passing through those cyclic boundaries. Lastly, the connection does not have to be contained between the branches and instead can be 'spiky'.

The sleep-wake model in section 4.3 provided an example of a 'cyclic' connection across a discontinuity, where we saw how the appropriate connection was determined by the application.

The 'spiky' type of connection is, it turns out, unavoidable. Some applications permit set-valued spikes even in continuous maps that are set-valued at certain points, for example as in the last image in fig. 19.

Given any discontinuity, the 'spiky' map turns out to be inevitable when studying higher iterates. Figure 20 shows a map $x_{n+1}=f\left(x_{n}\right)$ (left graph) with a simple connecting branch, along with its second iterate $x_{n+2}=f^{2}\left(x_{n}\right)$ (right graph) which exhibits a spike. As an example take the connected map

$$
x_{n+1}= \begin{cases}f_{R}\left(x_{n}\right)=-1+x_{n} & \text { if } x_{n}>0  \tag{20}\\ f_{\infty}\left(x_{n}\right) \in[-1,+1] & \text { if } x_{n}=0 \\ f_{L}\left(x_{n}\right)=1-x_{n} & \text { if } x_{n}<0\end{cases}
$$

illustrated in fig. 20. For this we have $f(0) \in f_{\infty}(0)=[-1,+1]$. The second iterate at $x_{n}=0$ is then

$$
\begin{aligned}
f^{2}(0) \in f\left(f_{\infty}(0)\right) & =f_{L}([-1,0]) \cap f_{\infty}(0) \cap f_{R}([0,+1]) \\
& =[1,2] \cap[-1,+1] \cap[-1,0]=[-1,2]
\end{aligned}
$$

which, as shown one the right of fig. 20, produces a spike at $x_{n}=0$. Note that no such spike occurs at the other discontinuity of the map $f^{2}$ at $x_{n}=1$.

This further illustrates that the values a map takes at a discontinuity are not arbitrary. In this case the range of values of higher derivatives of a


Figure 19: Different kinds of vertical branches creating hidden cycles: a 'simple' connection in a map with a gap, or the same map connected across a 'cyclic' domain, or with a 'spiky' connection. Lastly, maps can be set-valued even without jumps in value (see e.g. the ' $M$-maps' as considered in [2, 3]. The maps have hidden 2 -cycles and/or fixed points as shown.


Figure 20: A piecewise-continuous map $f$ (left) and its second derivative $f^{2}$ (right), showing that if $x_{n+1}=f(0) \in[-1,+1]=[f(0+), f(0-)]$ then $x_{n+2}=f^{2}(0) \in$ $[-1,2]$, which is larger than $\left[f^{2}(0-), f^{2}(0+)\right]=[0,2]$. Left: the map $f$ showing the hidden fixed point $C$ and hidden 4-cycle. Right: the map $f^{2}$, showing hidden a 4-cycle and hidden 6 -cycle of $f$.
map is larger than the obvious vertical branch $\left[f^{2}(0-), f^{2}(0+)\right]$ interpolated across the discontinuity, but is nevertheless well-defined by the range of the original map $f$.

Figure 20 also illustrates how concatenations of hidden cycles are observed in maps and their higher iterates. In the left of fig. 20 we illustrate a
hidden fixed point and hidden 4 -cycle of $f$. Through concatenations, there should therefore exist cycles of every higher period. In the map $f^{2}$ on the right of fig. 20, of course, we can only observe cycles of even period. Here we illustrate both the 4 -cycle (a 2 -cycle of $f^{2}$ ), and a 6 -cycle (dashed, a 3 -cycle of $f^{2}$ ). Note the 6 -cycle includes a point outside $[0,2]$ at $x=0$, and moreover contains points on both discontinuities.

While it is necessary to draw attention to the different forms that a connected map may take, it is beyond our scope here to derive a complete classification of the topologies of connected maps, or a complete theory of hidden cycles in them. However, theorem 2.1 directly tells us that whatever the form of the connected map, if it possesses primary hidden cycles with period $p$ and $q$, then it also possesses irreducible hidden cycles of all periods $a p+b q$ for any $a, b \in \mathbb{N}$.

## A. 2 Twisting to form infinite periods

Theorem 2.1 tells us that if a connected map has a hidden fixed point and 2 -cycle, then it has cycles of all periods by concatenation. This is consistent with applying Sharkovskii's theorem to the perturbed map (3), namely that there must then exist cycles of every period, and they lie, like the 3 -cycle found in theorem 3.1, near the hidden 2-cycle that exists in the limit $\omega \rightarrow \infty$. Depending on the sign of the jump they make either integer or half integer rotations around the fixed point on the steep segment, adding an even or odd number of iterates within $\mathcal{O}(1 / \omega)$ of the hidden fixed point, depending on the slope of $f_{\omega}$, as illustrated in fig. 21.

In fig. 22 we illustrate how this twisting generates cycles of successively higher periods in the continuous map, using the map from fig. 3(i) in (a), and a similar map but without a fixed point in (b), defined on an interval. In (a) the hidden cycles generate all periods consistent with theorem 3.1. In (b) there is no hidden fixed point so theorem 3.1 does not apply.


Figure 21: 'regularisations' of a hidden cycle near the fixed point. The concatenations of the fixed point $\{0\}$ become regular cycles twisting around or stepping away from a fixed point, depending on the slope of the steep segment, $k=\operatorname{sign}\left(f_{\omega}\right)$. In the limit $\omega \rightarrow \infty$ these crowed up in an $\omega^{-1}$ neighbourhood of the hidden fixed point.


Figure 22: A connected map and its perturbation to a continuous map, showing: (a) map with a 3-cycle (blue), and all other periods are provided by concatenations of a hidden 2-cycle (red square) and a hidden fixed point (red circle); (b) map with a regular fixed point and a hidden 2-cycle (red square), but no other odd periods. Below: in a continuous map the period 2 perturbs to all periods $2,3,4,5, \ldots$ in (a), but to period 2 only in (b) due to the lack of the hidden fixed point.

