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We present here a product between vectors and scalars that mizes them within their own space,
using imaginaries to describe geometric products between vectors as complex vectors, rather than
introducing higher order/dimensional vector objects. This is done by means of a mizture tensor
that captures the rich geometries of geometric algebras, and simultaneously lends itself naturally
to tensor calculus. We use this to develop a notion of analyticity in higher dimensions based on
the idea that a function can be made differentiable — in a certain strong sense — by permitting
curvature of the underlying space, and we call this analytic curvature.

To explore these ideas we use them to derive a few fundamental laws and operators of physics
which, while considered somewhat lightly, have compelling features. The mixture, for instance, pro-
duces rich symmetries without adding dimensions beyond the familiar space-time, and its derivative
produces familiar quantum field relations in which the field potentials are just derivatives of the
coordinate basis. The symmetries of physical laws are seen to arise not directly from the bases, but

from their mixtures.

The are a number of symmetries and group struc-
tures known to underly the various laws of fundamen-
tal physics, in so far as we understand them. Where
those structures come from, how complete they are, and
how they are related across the standard model, quan-
tum field theories, and gravitation, for example, remain
incompletely understood. A different approach to the al-
gebra and geometry used to describe them may yield a
more complete picture.

Here we approach differential geometry a little dif-
ferently to current standards. We begin with an alge-
bra based neither around a ‘scalar’ nor ‘exterior’ prod-
uct, but instead built on a mizture product that multi-
plies vectors within their own space. We investigate the
differentiability of functions within the algebra so cre-
ated, and illustrate the formalism by using it to obtain
some familiar differential relations of fundamental phys-
ical fields. Though proposed rather informally, these re-
veal rich symmetries and perturbations of potential in-
terest in physical law. These ideas revisit various ideas
that have been proposed over the last century, but framed
somewhat differently by the algebra we introduce. More
detailed calculations and more in-depth investigation of
these ideas are set out in [5].

We start by defining the mizture product between a
general pair of vector bases eg and e, by means of a ten-
sor 7, as a vector ege, = 1,(eg, e), so the product is a
new vector e,. Given a system of n orthogonal basis vec-
tors {€a},—g 10, ., - some dual basis {e*}, 15  , -
and a mixture tensor 1 whose components are real or
complex scalars, let the products of bases be given by

eaes = 1,56y and  e“e’ = 773‘667 (D
With this we can just as easily define products between
vectors and duals via ege® = nJze” =n3"e, and e“eg =
ng,e” = n;"e,. (We use the convention of summing over
repeated upper-lower index pairs, i.e. summing over y =
0,1,...,n in these expressions). We might describe this

as a ‘functional’ rather than ‘geometric’ algebra, perhaps,
as it facilitates the description of algebraic functions of
vector quantities, and their calculus.

Scalar and vector products arise naturally, bearing
some similarity to quaternion algebras or Clifford alge-
bras, but with a particular difference, namely that real
or imaginary values of the components 7 5 distinguish
between products giving scalar (magnifying) quantities
(real) or rotations (imaginary).

The mixture combines concepts of commutative and
non-commutative algebras in one. Its symmetric part is
just related to the metric as

Jap = %(ea ez +ep @) = %(UZB + nga)e'y y (2)

where €, = —e, if e, is non-commutative. Antisym-
metric products produce mixture components 1 5 that
are antisymmetric in their indices, similar to ‘structure
coefficients’ or Levi-Civita symbols of non-commutative
bases. By combining the metric and antisymmetric ten-
sors, the mixture is only a small augmentation of stan-
dard concepts, and indeed such a combined product may
well have been developed elsewhere that the author is not
aware of. Its real interest, however, is revealed when we
consider its effect on calculus.

The mixture permits us to re-consider tensor calculus
for functions and variables, and their derivatives, that
all belong to one and the same space. It turns out (see
[5]) that such derivatives always carry an amount of non-
uniqueness (for all but real or complex scalar spaces),
but uniqueness can be restored by permitting curvature
of the underlying space.

To this end we permit variation of the bases e, across
the space. For a function f define a derivative with re-
spect to a variable z by

L= tm A (fe+A2) - f(2) . ()
(a corresponding theory can be based around the ‘right’
derivative using (f(z+ Az) — f(2))Az71). Here the



multiplication is performed via the mixture, while dif-
ferentiation is performed covariantly. We can then write

d d
d—]; = (%)'Ye,y, where

(L) =n2P £ = n2P(0sf* + TS , (4)
Defining H} = 17°T¢, this simplifies to

() =l 1 = (3P 0s + HY . (5)

We will apply this below to derive the Dirac equations
as analyticity conditions. But first, taking (4), if T is
symmetric this derivative can be written

(%)’Y — nlﬁf% = 771'8(1(95 + gﬁ)())\zfa ) (6)

where G, is a square matrix with components (G,)§ =
I's, and 1 is the identity matrix. This form is consis-
tent with the derivative of the standard model of particle
physics if G, = €H,, where H,, are field potentials and
a coupling parameter. The curvature tensor is then

R, = 2e(Hy ) + M )8 = 2e(Fu)g, (1)

giving the electromagnetic field tensor F* of Yang-Mills’
theory (see e.g. [2, 7]). The symmetries and the richness
of gauge invariance of physics then arise not from the
basis of a space directly, and so do not require adding
dimensions beyond the familiar 3 + 1 of space-time. In-
stead the rich symmteries arise from the presence of the
mixture in these expressions, along with the covariant
derivative.

A special case is given if the electromagnetic poten-
tial ho = {¢, A} is just the divergence of the coordinate
basis,

hoe® = e, , (8)

then the potentials are just the trace of the connection,
ho = F§ﬁ7 and the curvature tensor is related to the
electromagnetic field (Faraday) tensor F),, as

Ry = Lahjuo) = 1aFou 9)
a result reminiscent of an association of the Riemann
tensor R with the Faraday tensor F' once proposed by
Pauli.

The results (7) and (9) themselves do not require the
mixture algebra introduced above, but the algebra does
alter the way we think about coordinate bases, and vari-
ables or functions built on them. Imaginary quantities,
in particular, play an inescapable role associated with
anti-commutative bases and rotations. If e, and eg an-
ticommute then (eqes)?, and if (e,)? = 1 for any bases,
the simplest mixture is given by e,eg = ie,. If we accept
such a role for imaginary quantities, we are led, though
somewhat more speculatively, to consider weak fields as
perturbations of flat space involving not only real, but
imaginary, quantities.

Let us propose that the metric of flat space is per-
turbed by a weak gravitational field potential 1, via a
real perturbation, and by a weak electromagnetic field
potential pe’ +A; e’, via an imaginary perturbation, say
as

goo = 1/900 =-1- /igd} —ipe® ,

97 = gjj =L+ g +iped (10)
goj = gY = 3ipA;,
and ¢’* = g;; = 0 for j # k, for some constants j, fle-
(These can easily be written directly as perturbations
of the bases e,, but we will try to remain as close to
standard theory as possible). The usual formula for the
metric applies, namely

Lon = %gﬁg(gaﬁw + 980 — Yua,B) (11)

and for the y = 0 component this yields
G = n(J2 + HFOLL) (12)

consisting of a gravitational contribution J and electro-
magnetic contribution F', where

0 G1 G2 G3

w G1 0 0 0
J"/ - G2 0 0 0 ’ (13)

G3 0 0 0

0 Ey Ey E3

WA _ | =1 0 —B3 B>
Fo =1 _g B, 0 -B |- (14)

—FE3 —Bs B 0

with G = V¢, E =V¢+0;A, B=V x A, in terms of the
gravitational potential ¥ and electromagnetic 4-potential
(6, A).

We can be much more general. If I' is not symmetric
on its lower indices then in place of (11) we have

Lo = “(11)" + 39%7 (Cpap + Cppa — Caps)  (15)
where C’ga = g"°Cpqay are Cartan’s commutation coeffi-
cients [1, 6] (which are given, if we consider a vector field
to the generator of a flow such that e, = 3877 by the Lie
bracket Cj es = Lles,eq] = Z-es — 25€q, which in
our formalism reads C’gae(; = (Fiﬂ —T9 )es).

Even without such generalization this is quite com-
pelling. The electromagnetic field, viewed as an imagi-
nary perturbation to the standard spacetime metric, ap-
pears as an imaginary term — just the dual of the electro-
magnetic tensor Fiug = 0o Ag—0p A, — in the Christoffel
symbol T'.

This is all very well conceptually, but what do such
imaginary terms mean physically? Let us look at the
motion and physical forces they create.

To do this we ask what geodesic paths are followed by a
particle in such a field. We first need the 4-momentum of
a test particle. Continuing the idea above, where electro-
magnetism constitutes an imaginary perturbation of the



metric, let us propose an electronic charge e to constitute
an imaginary perturbation of the classical 4-momentum,
as

u® =y {(m+iep)c,mv} , (16)

where 7y is the usual Lorentz factor, and p is a small quan-
tity with the units of mass/charge. For instance this
constant might be p = 1/4/69G where ¢ is the vaccum
permittivity and G is the gravitational constant, which
would give ep ~ 6.6 x 107%kg in SI units (with e being
the elementary unit of charge).

Since we have both real and imaginary components
we must ask how we define a geodesic. Say we have a
function ¢(z) considered along a path z(s), and consider
choosing a path such that the imaginary part of ¢ is fixed,
that is

L[ £o(2(s))|,_,] =0 (17)

This is important when integrating along a function con-
taining a term like e?, and seeking a non-oscillating,
steepest descent, path for integration — a ‘world line’ for
our test particle as a steepest descent solution of some
appropriate integral; we remark again on this at the end
of this letter. For now, consider a couple of simple exam-
ples.

Example 1. If ¢ = 1i(u—iz)? = Li(u® = 2%) + 2 - v,
then (17) implies
0= [j—(b(z(s))L:O]

I
1l -2 =u-u—2-%, (18)

denoting the (local) derivative with respect to s with a
dot. The obvious solution of this is Z2 = u, 1« = —z,
defining a Hamiltonian system on the space-time vector
z = cteg + x'e; and 4-momentum vector u = %eo —&-piei.

Example 2. Now consider if ¢(z(s)) = iu, and u = 2.
Then (17) implies

0=TI[£o(2(5))],_,]
=R[u =R [Z"Bd‘i—ﬁu] =R [uﬁuo‘ﬁ] e.. (19)

If u is real then the steepest descent condition (19) is
just the familiar parallel transport (or geodesic) equation
uﬁu% = 0. In our case, by (16), u is complex.

Say a particle follows a path x(7) with tangent vec-
tor (1) = u, and curvature z”(7) = /(1) - j—xz’(T) =
uPu.ge,. Following (19) let us define parallel transport
as requiring only the vanishing of the real part of this.
This means there is no displacement of u away from the
path, while the wandering imaginary part permits ro-
tation of u about the path (reminiscent of Weyl’s early
attempts to generalize Einstein’s theory). We therefore
require the real part of

uwPuly = uPu + uPutTSy (20)

to vanish. A lengthy but straightforward calculation (see
[5]) yields

v’y ~ Lep Gy — “Lu (1VE; + vjn;:kBk) , (21)

up to correction terms of order pye?p?. In a spatial ge-
ometry the magnetic term is the familiar cross-product
an;-kBk = (v x B);. Taking the gravitational component
only we have the Newtonian force

cmvfo ~-mG;+..., (22)

up to a higher order perturbation ‘4+0O(e’p?)’ from
the electromagnetic contribution to the particle’s 4-
momentum, with the ‘0’ subscript denoting the derivative
Vo = %%. Taking only the electromagnetic component,

and letting pu. = 1/c2, provides the Lorentz force
e’y ~ e(E; + vjn;»kBk) +..., (23)

for a test particle with mass m, charge e, and velocity
v. So our imaginary perturbations of the metric, yield-
ing imaginary Christoffel symbols components, result in
real forces corresponding to the familiar and electromag-
netic forces, alongside the gravitational forces from real
perturbations.

We jumped straight into possible applications to phys-
ical law above, but now let us return to the mathematics
itself. The importance of the mixture is in providing an
algebraic product with which we can pick apart expres-
sions like the differential of a function with respect to a
variable z,

df = dzL f + O(dz?) , (24)

in less conventional ways than have become standard. It
allows us to ask, for instance, when the expression (24)
can be formed such that the function f, variable z, and
derivative 3—2 f, are all of the same type (i.e. belong to the
same ‘space’). In one dimension the relation (24) is fun-
damental to differential and integral calculus, leading to
a rigorous notion of a derivative, implicit differentiation
and the ‘chain rule’.

In more than one dimension this is non-trivial, requir-
ing either specially defined products or special conditions
relating f and z. In two dimensions the relation (24)
holds as written if z and f are complex variables, but
only if f satisfies the Cauchy-Riemann conditions. In
higher dimensions the form (24) becomes too restrictive
to hold for all but trivial (i.e. constant) functions, unless
we let j—z f consist not only of the obvious derivative op-

erator acting on f, namely % f, but also an error term
we call T'(f), such that (24) can be written as

df = dz(&f +T(f)) + O(dz?) . (25)

Let’s say we can associate the error term I'(f) with the
derivative of the basis in which f and z are expressed.
That is, to obtain (24) in its augmented form (25), we



will permit variation of the coordinate basis, and in doing
so make the requirement of differentiability a source term
for curvature of the underlying space. We refer to this as
analytic curvature.

Now, in complex variables there is one ‘conjugate’ that
carries out a symmetry operation on the basis, differen-
tiability amounts to vanishing of the conjugate derivative.
In higher dimensions we accrue more of these ’conjugacy’
or symmetry operations, but importantly, analytic curva-
ture does not require all of them to vanish, only enough
that a curvature term I' can absorb any remaining er-
rancy. Let us identify an adjoint operation on z, labelled
2t that must vanish, that is

d
= e,ﬂdzwfeﬁfeaf,af

t t o
= e,102) ety " (3 FIR AN SV ) (26)

which holds for any dz' = e,yfdz”ﬁ if0= eungf“f;%“ and
since this must vanish for each p-indexed component we
have

T «
0=nl'rge . (27)

We call this the analyticity condition. In essence (27) is
the extension of the Cauchy-Riemann equations to our
covariant geometries, and indeed it reduces to them for
commutative complex functions.

For an example of how this restricts physical laws,
above we defined a potential h and saw how its deriva-
tives related to electromagnetic terms. If we define the
vector field f = % = a—e+ib, then analyticity of f ac-
cording to (27) gives precisely the (macroscopic) Maxwell
equations for e and b with a source term ’fl(’

Writing this more generally, it is convenient to let
n;°TA, = NHJ for some scalar N and some normal-
ized tensor H], then we can express analyticity of f as
requiring

= g f =S = 705+ NHDF . (28)
This looks superficially like Dirac’s equation for an elec-
tron of mass M if N = M¢/ih, but to confirm this beyond
superficiality requires something stronger, namely that f
satisfies the Klein-Gordon equations. Those equations
correspond to a strong form of analyticity conditions for
%ﬁ in which only terms like 9? and 62 appear (i.e. no
mixed dy; terms), and this requires rather strong condi-
tions on the bases which translate into conditions on the
mixture of
=1 & H=-H (29)
where 12 is the identity matrix. Then the matrices n)!
nr2, 73" H?Y, behave algebraically as the Dirac matrices,

« )

that is we obtain7 letting ﬂ'B and H be the components

4

of 4 x 4 matrices 72 and H), that the matrices are roots
of the identity

1=n""=n'y'=HH, (30a)
and moreover commute with 77:0 ,

0=n'n' —n'n’ = Hn’ —n’H, (30b)
and otherwise anti-commute

0=n'w +o'n| =nH+Hr.  (30)

Thus we have the Dirac equations [3, 4], with the mixture
n and curvature term H = nI' assuming the role of the
Dirac matrices.

Of course one may find various elegant expressions of
such laws in terms of geometric algebras or other for-
malisms. We have derived these laws from a differen-
tiability condition, but many different expressions of the
Dirac equations have been found over the years in differ-
ent geometric or tensor algebras. The compelling feature
of these investigations is how easily the familiar forms of
these laws arise in an algebra and calculus based around
the mixture 1. Moreover the bases of Dirac’s equations
are revealed to be not spacial bases themselves, but prod-
ucts thereof in a suitable algebra, and yet still one that
does not correspond to familiar geometrical space-time.
The various possible symmetries of the mixture 7 of bases
(rather than the bases themselves) now take centre stage
in determining the forms of differential laws.

Here, the familiar quantum wave expressions arise from
analyticity conditions, while gravitational or electromag-
netic expressions come from curvature (i.e. path integral
and geodesic) conditions. The role of the ‘time’ ¢ in the
quantum and gravitational expressions is seen here to
be not fundamentally different, rather it is where in the
analysis (or calculus) the differential relations originate
that changes the perceived meaning.

The details of all these calculations and deeper investi-
gation are to be found in [5]. The real intent of that study
is to explore the possibility of extending phase integral
methods in general to non-scalar variables, in particular
so that the integral [dz g, of some function g with an
antiderivative f, can be made to satisfy

b f(®
/dzg:/dzdf ¥ -f@ G
a a f(a)

and thus be path independent. Such a form of integra-
bility would permit the higher dimensional application of
integral methods learned from the complex plane, from
residues to steepest descents and stationary phases, to
variational concepts from Feynman’s path integrals to
wave asymptotics or optimization problems.

The equation (4) expresses a derivative function g = df
using the mixture tensor, with which the equation (27)
is able to derive analyticity conditions. In between lie



a whole raft of physical law based just on the algebra
needed to connect these two links. If we have a function
g = e?(®) considered along a path z = z(s) for s € R,
then to leading order in s, this path is non-oscillating (in
stationary phase) at a point s = 0 where (17) holds.

What is suggested by these calculations is that the
fundamental fields and constant of physics are not fun-
damental to the universe as a distinct physical entity, but
are made inevitable by the language we use to describe
it. They become fundamental once we insist on a math-
ematics that uses differentiable or integrable quantities.
The resulting algebra and calculus are then so confined
that things like Maxwell’s, Dirac’s, and Schrodinger’s,
laws are a matter of mathematical necessity. The pat-
terns we see in the world (these fundamental laws) are
set largely by the spectrum (of differentiable functions)
we choose to view it in.

We have not yet gone so far as to restrict the the

parameters appearing in these laws (masses, charges,
or coupling constants, for example), or even determine
whether these are merely geometric or are specific to the
universe in a given state at a given time. One might hope
that such further inferences might be possible.

Despite rather cursively visiting so many physical laws
here, I am not trying to claim any solution to the puzzle
of physical laws, but merely remove one element from the
puzzle. I claim that many of the fundamental laws are
due simply to seeking differentiable quantities to describe
the world, that many of its symmetries (and proposed
higher dimensions) can be described by the appropriate
mixture of non-trivial space-time geometries. In doing
so I hope merely to help separate those mathematical
equations and quantities that are intrinsic to the physics
of our particular universe, from those inherited from the
mathematics we have derived to describe it.
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